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## Outline

- Higher-Order Knowledge: the Margin of Error Paradox
- Knowability: Fitch's Paradox
- The Dynamics of Knowledge: the Puzzle of the Gifts
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Hintikka rejected arguments for 4 based on claims about agents introspective powers, or what he called "the myth of the self-illumination of certain mental activities" (67). Instead, his claim was that for a strong notion of knowledge, knowing that one knows "differs only in words" from knowing (§2.1-2.2).
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We take $w R_{i} v$ (an arrow pointing from $w$ to $v$ ) to mean that the possibility $v$ is compatible with what the agent knows in $w$.
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## Williamson's Margin of Error Puzzle

We will now consider an argument, due to Williamson, that purports to be a reductio ad absurdum of the KK principle.
T. Williamson. 2000. Knowlege and Its Limits, Oxford University Press
T. Williamson. 2007. "Rational Failures of the KK Principle."

The Logic of Strategy, eds. C. Bicchieri, R. Jeffrey, and B. Skyrms, OUP.
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Assuming $K \neg h_{0}$ holds, by repeating the steps of (3) - (6), we reach the conclusion $K \neg h_{k}$ by induction. Finally, by $\mathrm{T}, K \neg h_{k}$ implies $\neg h_{k}$, contradicting our initial assumption of $h_{k}$.
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To model agents with limited discrimination, Williamson proposes epistemic models with non-transitive accessibility relations.
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Note: at the shaded world, $K^{\prime} \neg 0$ (for some $I \in \mathbb{N}$ ) is false.
M. Gómez-Torrente. 1997.
"Two Problems for an Epistemicist View of Vagueness," Philosophical Issues.
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Note: at the shaded world, $K^{\prime} \neg 0($ for some $I \in \mathbb{N})$ is false.
What is preventing the agent from knowing that he knows that he knows ... (I times) ... that the tree is not 0 inches?

Compare the non-transitive model above with the transitive model:
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## Fitch's Paradox

Fitch (1963) derived an unexpected consequence from the thesis, advocated by some anti-realists, that every truth is knowable:

## Fitch's Paradox

Fitch (1963) derived an unexpected consequence from the thesis, advocated by some anti-realists, that every truth is knowable:
$(\mathrm{VT}) q \rightarrow \diamond K q$,
where $\diamond$ is a possibility operator (more on this later).

## Fitch's Paradox

Fitch (1963) derived an unexpected consequence from the thesis, advocated by some anti-realists, that every truth is knowable:
$(\mathrm{VT}) q \rightarrow \diamond K q$,
where $\diamond$ is a possibility operator (more on this later).
Fitch make two modest assumptions for $K, K \varphi \rightarrow \varphi(\mathrm{~T})$ and $K(\varphi \wedge \psi) \rightarrow(K \varphi \wedge K \psi)(M)$, and two modest assumptions for $\diamond$ :

## Fitch's Paradox

Fitch (1963) derived an unexpected consequence from the thesis, advocated by some anti-realists, that every truth is knowable:
$(\mathrm{VT}) q \rightarrow \diamond K q$,
where $\diamond$ is a possibility operator (more on this later).
Fitch make two modest assumptions for $K, K \varphi \rightarrow \varphi(\mathrm{~T})$ and $K(\varphi \wedge \psi) \rightarrow(K \varphi \wedge K \psi)(\mathrm{M})$, and two modest assumptions for $\diamond$ :

- $\diamond$ is the dual of $\square$ for necessity, so $\neg \diamond \varphi$ follows from $\square \neg \varphi$.


## Fitch's Paradox

Fitch (1963) derived an unexpected consequence from the thesis, advocated by some anti-realists, that every truth is knowable:
$(\mathrm{VT}) q \rightarrow \diamond K q$,
where $\diamond$ is a possibility operator (more on this later).
Fitch make two modest assumptions for $K, K \varphi \rightarrow \varphi(\mathrm{~T})$ and $K(\varphi \wedge \psi) \rightarrow(K \varphi \wedge K \psi)(\mathrm{M})$, and two modest assumptions for $\diamond$ :

- $\diamond$ is the dual of $\square$ for necessity, so $\neg \diamond \varphi$ follows from $\square \neg \varphi$.
- $\square$ obeys the rule of Necessitation: if $\varphi$ is a theorem, so is $\square \varphi$.


## Fitch's Paradox

For an arbitrary $p$, consider the following instance of ( V T ):
(0) $(p \wedge \neg K p) \rightarrow \diamond K(p \wedge \neg K p)$

## Fitch's Paradox

For an arbitrary $p$, consider the following instance of ( V T ):
(0) $(p \wedge \neg K p) \rightarrow \diamond K(p \wedge \neg K p)$

Here is the proof for Fitch's Paradox:

## Fitch's Paradox

For an arbitrary $p$, consider the following instance of ( V T ):
(0) $(p \wedge \neg K p) \rightarrow \diamond K(p \wedge \neg K p)$

Here is the proof for Fitch's Paradox:
(1) $K(p \wedge \neg K p) \rightarrow(K p \wedge K \neg K p) \quad$ instance of M axiom

## Fitch's Paradox

For an arbitrary $p$, consider the following instance of ( V T ):
(0) $(p \wedge \neg K p) \rightarrow \diamond K(p \wedge \neg K p)$

Here is the proof for Fitch's Paradox:
(1) $K(p \wedge \neg K p) \rightarrow(K p \wedge K \neg K p)$ instance of M axiom
(2) $K \neg K p \rightarrow \neg K p \quad$ instance of $T$ axiom

## Fitch's Paradox

For an arbitrary $p$, consider the following instance of ( $\mathrm{V} T)$ :
(0) $(p \wedge \neg K p) \rightarrow \diamond K(p \wedge \neg K p)$

Here is the proof for Fitch's Paradox:
(1) $K(p \wedge \neg K p) \rightarrow(K p \wedge K \neg K p) \quad$ instance of M axiom
(2) $K \neg K p \rightarrow \neg K p \quad$ instance of $T$ axiom
(3) $K(p \wedge \neg K p) \rightarrow(K p \wedge \neg K p) \quad$ from (1) and (2) by PL

## Fitch's Paradox

For an arbitrary $p$, consider the following instance of ( V T ):
(0) $(p \wedge \neg K p) \rightarrow \diamond K(p \wedge \neg K p)$

Here is the proof for Fitch's Paradox:
(1) $K(p \wedge \neg K p) \rightarrow(K p \wedge K \neg K p) \quad$ instance of M axiom
(2) $K \neg K p \rightarrow \neg K p \quad$ instance of $T$ axiom
(3) $K(p \wedge \neg K p) \rightarrow(K p \wedge \neg K p) \quad$ from (1) and (2) by PL
(4) $\neg K(p \wedge \neg K p) \quad$ from (3) by PL

## Fitch's Paradox

For an arbitrary $p$, consider the following instance of ( V T ):
(0) $(p \wedge \neg K p) \rightarrow \diamond K(p \wedge \neg K p)$

Here is the proof for Fitch's Paradox:
(1) $K(p \wedge \neg K p) \rightarrow(K p \wedge K \neg K p) \quad$ instance of M axiom
(2) $K \neg K p \rightarrow \neg K p \quad$ instance of $T$ axiom
(3) $K(p \wedge \neg K p) \rightarrow(K p \wedge \neg K p) \quad$ from (1) and (2) by PL
(4) $\neg K(p \wedge \neg K p) \quad$ from (3) by PL
(5) $\square \neg K(p \wedge \neg K p) \quad$ from (4) by $\square$-Necessitation

## Fitch's Paradox

For an arbitrary $p$, consider the following instance of ( V T ):
(0) $(p \wedge \neg K p) \rightarrow \diamond K(p \wedge \neg K p)$

Here is the proof for Fitch's Paradox:
(1) $K(p \wedge \neg K p) \rightarrow(K p \wedge K \neg K p) \quad$ instance of $M$ axiom
(2) $K \neg K p \rightarrow \neg K p \quad$ instance of $T$ axiom
(3) $K(p \wedge \neg K p) \rightarrow(K p \wedge \neg K p) \quad$ from (1) and (2) by PL
(4) $\neg K(p \wedge \neg K p)$ from (3) by PL
(5) $\square \neg K(p \wedge \neg K p) \quad$ from (4) by $\square$-Necessitation
(6) $\neg \diamond K(p \wedge \neg K p) \quad$ from (5) by $\square-\diamond$ Duality

## Fitch's Paradox

For an arbitrary $p$, consider the following instance of ( V T ):
(0) $(p \wedge \neg K p) \rightarrow \diamond K(p \wedge \neg K p)$

Here is the proof for Fitch's Paradox:
(1) $K(p \wedge \neg K p) \rightarrow(K p \wedge K \neg K p) \quad$ instance of $M$ axiom
(2) $K \neg K p \rightarrow \neg K p \quad$ instance of $T$ axiom
(3) $K(p \wedge \neg K p) \rightarrow(K p \wedge \neg K p) \quad$ from (1) and (2) by PL
(4) $\neg K(p \wedge \neg K p) \quad$ from (3) by PL
(5) $\square \neg K(p \wedge \neg K p) \quad$ from (4) by $\square$-Necessitation
(6) $\neg \diamond K(p \wedge \neg K p) \quad$ from (5) by $\square-\diamond$ Duality
(7) $\neg(p \wedge \neg K p) \quad$ from (0) by PL

## Fitch's Paradox

For an arbitrary $p$, consider the following instance of ( V T ):
(0) $(p \wedge \neg K p) \rightarrow \diamond K(p \wedge \neg K p)$

Here is the proof for Fitch's Paradox:
(1) $K(p \wedge \neg K p) \rightarrow(K p \wedge K \neg K p) \quad$ instance of $M$ axiom
(2) $K \neg K p \rightarrow \neg K p \quad$ instance of $T$ axiom
(3) $K(p \wedge \neg K p) \rightarrow(K p \wedge \neg K p) \quad$ from (1) and (2) by PL
(4) $\neg K(p \wedge \neg K p) \quad$ from (3) by PL
(5) $\square \neg K(p \wedge \neg K p) \quad$ from (4) by $\square$-Necessitation
(6) $\neg \diamond K(p \wedge \neg K p) \quad$ from (5) by $\square-\diamond$ Duality
(7) $\neg(p \wedge \neg K p) \quad$ from (0) by PL
(8) $p \rightarrow K p \quad$ from (7) by classical PL

## Fitch's Paradox

For an arbitrary $p$, consider the following instance of ( $\mathrm{V} T)$ :
(0) $(p \wedge \neg K p) \rightarrow \diamond K(p \wedge \neg K p)$

Here is the proof for Fitch's Paradox:
(1) $K(p \wedge \neg K p) \rightarrow(K p \wedge K \neg K p) \quad$ instance of $M$ axiom
(2) $K \neg K p \rightarrow \neg K p \quad$ instance of $T$ axiom
(3) $K(p \wedge \neg K p) \rightarrow(K p \wedge \neg K p) \quad$ from (1) and (2) by PL
(4) $\neg K(p \wedge \neg K p) \quad$ from (3) by PL
(5) $\square \neg K(p \wedge \neg K p) \quad$ from (4) by $\square$-Necessitation
(6) $\neg \diamond K(p \wedge \neg K p) \quad$ from (5) by $\square-\diamond$ Duality
(7) $\neg(p \wedge \neg K p) \quad$ from (0) by PL
(8) $p \rightarrow K p \quad$ from (7) by classical PL

Since $p$ was arbitrary, we have shown that every truth is known.
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There is a fairly large literature on knowability and related issues. See, e.g.:
J. Salerno. 2009. New Essays on the Knowability Paradox, OUP
J. van Benthem. 2004. "What One May Come to Know," Analysis.
P. Balbiani et al. 2008. "'Knowable' as 'Known after an Announcement,"' Review of Symbolic Logic.
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Given $\mathcal{M}=\left\langle W,\left\{R_{a} \mid a \in \operatorname{Agt}\right\}, V\right\rangle$, the updated model $\mathcal{M}_{\mid \varphi}$ is obtained by deleting from $\mathcal{M}$ all worlds in which $\varphi$ was false.

Formally, $\mathcal{M}_{\mid \varphi}=\left\langle W_{\mid \varphi},\left\{R_{a_{\mid \varphi}} \mid a \in \mathrm{Agt}\right\}, V_{\mid \varphi}\right\rangle$ is the model s.th.:

$$
W_{\mid \varphi}=\{v \in W \mid \mathcal{M}, v \vDash \varphi\}
$$

$R_{a_{\mid \varphi}}$ is the restriction of $R_{a}$ to $W_{\mid \varphi}$;
$V_{\mid \varphi}(p)$ is the intersection of $V(p)$ and $W_{\mid \varphi}$.
In the single-agent case, this models the agent learning $\varphi$. In the multi-agent case, this models all agents publicly learning $\varphi$.
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Read $[!\varphi] \psi$ as "after (every) true announcement of $\varphi, \psi$."
Read $\langle!\varphi\rangle \psi:=\neg[!\varphi] \neg \psi$ as "after a true announcement of $\varphi, \psi$."

The truth clause for the dynamic operator $[!\varphi]$ is:

- $\mathcal{M}, w \vDash[!\varphi] \psi$ iff $\mathcal{M}, w \vDash \varphi$ implies $\mathcal{M}_{\mid \varphi}, w \vDash \psi$.

So if $\varphi$ is false, $[!\varphi] \psi$ is vacuously true. Here is the $\langle!\varphi\rangle$ clause:

- $\mathcal{M}, w \vDash\langle!\varphi\rangle \psi$ iff $\mathcal{M}, w \vDash \varphi$ and $\mathcal{M}_{\mid \varphi}, w \vDash \psi$.

Big Idea: we evaluate $[!\varphi] \psi$ and $\langle!\varphi\rangle \psi$ not by looking at other worlds in the same model, but rather by looking at a new model.
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We will show this with the Puzzle of the Gifts from

```
W. Holliday, T. Hoshi, and T. Icard. 2013
    "Information Dynamics and Uniform Substitution," Synthese.
```
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1. Does $\mathbf{F}$ know if I have a gift in my left/right/both hand(s)?
2. Is $G$ still true? Yes. $\mathcal{M}, w_{1} \vDash\langle!G\rangle G$.
3. Does $\mathbf{F}$ now know $G$ ? No! $\mathcal{M}, w_{1} \vDash\langle!G\rangle \neg K_{\mathbf{F}} G$.

What happens if I truthfully announce $G$, and $\mathbf{F}$ knows that I am an infallible source of information?

(G) $\left(r \wedge \neg K_{\mathbf{F}} r\right) \vee\left(I \wedge r \wedge \neg K_{\mathbf{F}} /\right)$.

After my announcement of G...

1. Does $\mathbf{F}$ know if I have a gift in my left/right/both hand(s)?
2. Is $G$ still true? Yes. $\mathcal{M}, w_{1} \vDash\langle!G\rangle G$.
3. Does $\mathbf{F}$ now know G ? No! $\mathcal{M}, w_{1} \vDash\langle!G\rangle \neg K_{\mathbf{F}} G$.


Questions. After my announcement of G...
2. Is $G$ still true? Yes. $\mathcal{M}, w_{1} \vDash\langle!G\rangle G$.
3. Does $\mathbf{F}$ now know $G$ ? No. $\mathcal{M}, w_{1} \vDash\langle!G\rangle \neg K_{\mathbf{F}} G$.


Questions. After my announcement of G...
2. Is $G$ still true? Yes. $\mathcal{M}, w_{1} \vDash\langle!G\rangle G$.
3. Does $\mathbf{F}$ now know $G$ ? No. $\mathcal{M}, w_{1} \vDash\langle!G\rangle \neg K_{\mathbf{F}} G$.

Given 2 and 3, the following is not valid:

$$
[!\varphi] \varphi \rightarrow[!\varphi] K \varphi
$$



Questions. After my announcement of G...
2. Is $G$ still true? Yes. $\mathcal{M}, w_{1} \vDash\langle!G\rangle G$.
3. Does $\mathbf{F}$ now know $G$ ? No. $\mathcal{M}, w_{1} \vDash\langle!G\rangle \neg K_{F} G$.

Given 2 and 3, the following is not valid:

$$
[!\varphi] \varphi \rightarrow[!\varphi] K \varphi
$$

There are formulas $\varphi$ such that even if $\varphi$ remains true after being truly announced by a source whom you know to be infallible, you can fail to know that $\varphi$ is still true.


Questions. After my announcement of G...
2. Is $G$ still true? Yes. $\mathcal{M}, w_{1} \vDash\langle!G\rangle G$.
3. Does $\mathbf{F}$ now know $G$ ? No. $\mathcal{M}, w_{1} \vDash\langle!G\rangle \neg K_{\mathbf{F}} G$.

It follows from the answers to 2 and 3 that
$\mathcal{M}, w_{1} \vDash\langle!G\rangle\left(G \wedge \neg K_{F} G\right)$.


Questions. After my announcement of G...
2. Is $G$ still true? Yes. $\mathcal{M}, w_{1} \vDash\langle!G\rangle G$.
3. Does $\mathbf{F}$ now know $G$ ? No. $\mathcal{M}, w_{1} \vDash\langle!G\rangle \neg K_{\mathbf{F}} G$.

It follows from the answers to 2 and 3 that
$\mathcal{M}, w_{1} \vDash\langle!G\rangle\left(G \wedge \neg K_{F} G\right)$.
Let's check that $G$ and $\left(G \wedge \neg K_{F} G\right)$ are true at the same states in our original model $\mathcal{M}$, namely $w_{1}$ and $w_{2}$.

Let / be 'a gift is in the left hand' and $r$ be 'a gift is in the right'.


We can translate $G$ into the language of epistemic logic as
(G) $\left(r \wedge \neg K_{\mathbf{F}} r\right) \vee\left(I \wedge r \wedge \neg K_{\mathbf{F}} I\right)$.

Note: $\mathcal{M}, w_{1} \vDash G \wedge \neg K_{F} G$ and $\mathcal{M}, w_{2} \vDash G \wedge \neg K_{F} G$.


After my announcement of $G \ldots$
2. Is $G$ still true? Yes. $\mathcal{M}, w_{1} \vDash\langle!G\rangle G$.
3. Does $\mathbf{F}$ now know $G$ ? No. $\mathcal{M}, w_{1} \vDash\langle!G\rangle \neg K_{\mathbf{F}} G$.

It follows from the answers to 2 and 3 that $\mathcal{M}, w_{1} \vDash\langle!G\rangle\left(G \wedge \neg K_{F} G\right)$.

We've seen that $G$ and $\left(G \wedge \neg K_{F} G\right)$ are true at the same states in $\mathcal{M}: w_{1}$ and $w_{2}$.


After my announcement of $G \ldots$
2. Is $G$ still true? Yes. $\mathcal{M}, w_{1} \vDash\langle!G\rangle G$.
3. Does $\mathbf{F}$ now know $G$ ? No. $\mathcal{M}, w_{1} \vDash\langle!G\rangle \neg K_{\mathbf{F}} G$.

It follows from the answers to 2 and 3 that $\mathcal{M}, w_{1} \vDash\langle!G\rangle\left(G \wedge \neg K_{F} G\right)$.

We've seen that $G$ and $\left(G \wedge \neg K_{F} G\right)$ are true at the same states in $\mathcal{M}: w_{1}$ and $w_{2}$. Hence $\mathcal{M}, w_{1} \vDash\left\langle!G \wedge \neg K_{F} G\right\rangle\left(G \wedge \neg K_{F} G\right)$.


After my announcement of $G \ldots$
2. Is $G$ still true? Yes. $\mathcal{M}, w_{1} \vDash\langle!G\rangle G$.
3. Does $\mathbf{F}$ now know $G$ ? No. $\mathcal{M}, w_{1} \vDash\langle!G\rangle \neg K_{\mathbf{F}} G$.

It follows from the answers to 2 and 3 that $\mathcal{M}, w_{1} \vDash\langle!G\rangle\left(G \wedge \neg K_{\mathbf{F}} G\right)$.

We've seen that $G$ and $\left(G \wedge \neg K_{F} G\right)$ are true at the same states in $\mathcal{M}: w_{1}$ and $w_{2}$. Hence $\mathcal{M}, w_{1} \vDash\left\langle!G \wedge \neg K_{F} G\right\rangle\left(G \wedge \neg K_{F} G\right)$.
$[!\varphi \wedge \neg K \varphi] \neg(\varphi \wedge \neg K \varphi)$ is not valid for all $\varphi$.


After my announcement of $G \ldots$
2. Is $G$ still true? Yes. $\mathcal{M}, w_{1} \vDash\langle!G\rangle G$.
3. Does $\mathbf{F}$ now know $G$ ? No. $\mathcal{M}, w_{1} \vDash\langle!G\rangle \neg K_{\mathbf{F}} G$.

It follows from the answers to 2 and 3 that $\mathcal{M}, w_{1} \vDash\langle!G\rangle\left(G \wedge \neg K_{\mathbf{F}} G\right)$.

We've seen that $G$ and $\left(G \wedge \neg K_{F} G\right)$ are true at the same states in $\mathcal{M}: w_{1}$ and $w_{2}$. Hence $\mathcal{M}, w_{1} \vDash\left\langle!G \wedge \neg K_{F} G\right\rangle\left(G \wedge \neg K_{F} G\right)$.
$[!\varphi \wedge \neg K \varphi] \neg(\varphi \wedge \neg K \varphi)$ is not valid for all $\varphi$.
Moorean utterances are not always self-refuting.

## What's Wrong with Moore Sentences?

Is there a $\varphi$ such that if you receive the true information (from a source you know to be infallible) that "you don't know it, but $\varphi$, ," it can remain true afterward that you don't know it, but $\varphi$ ?

If you know that I am well informed and if I address the words ... to you, these words have a curious effect which may perhaps be called anti-performatory. You may come to know that what I say was true, but saying it in so many words has the effect of making what is being said false. (68-69)
J. Hintikka 1962. Knowledge and Belief.

Surprisingly, this is not always the case, as we just showed.

